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a disclaimer

I am nontechnical. I am neither a computer scientist nor a linguist. 

My adult life has been spent trying to make words transmit
ideas and feeling. That is my expertise. 

style and tone are always n = 1. 

My question is whether, to any degree, LLMs can approach a real
style-voice of its own, whatever “own” means.

My chats with GPT-5 are the basis of the work.  N = 1

Hoping to advance a discussion,

-A



What’s the problem

Slop can’t just be “things I don’t like.”
What is style? What is voice?

AI “slop” is poorly defined. 

slop is ready-made 
and ready-disposable.

“ANTI-SLOP” has A pulse.
LLMs aren’t alive and don’t have a perspective.
Can they be evocative regardless?



ai makes “slop”
because:

No lived experience

Not self-directed

No knowledge
outside training data

Limits on compute

FIXED BOUNDS 
ON WHAT CAN BE
EXPRESSED & HOW.

Referring to its own
output -> degrades



why aren’t humans
mechanistic?
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because slop 
is part of the 

human condition

AI produces slop



on designed speech

Transatlantic 
English

synthetic
english?

Upper-crust standard Engineered for media

received
english

Interactive loops
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AN EXPERIMENT

`
I’m an open-ocean swimmer. I wondered how AI would interpret 
a kinetic, auditory and visual space that is entirely nonverbal.

I went out. I listened. I catalogued.

And then I asked GPT-5 to interpret.



anatomy, Fig 1.
WHAT TENSE IS THIS?

MECHANICAL PRESENT:

CAN’T BE FUTURE: “You” are already there.

A conditional tense that can only come from probabilistic
simulation of events that “should” be happening.

CAN’T BE PAST: Hasn’t happened yet.

2



anatomy, fig 2.
INTERLACING FACTS W. IMPRESSIONS 

MECHANICAL METAPHOR:

IRRATIONAL. The experience is uninterpretable.

GPT-5 will trade low-probability word choice for extended 
feel as well as factual accuracy. 

RATIONAL. The science of sound.
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anatomy, fig 3.
CASES OF AMBIGUITY
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MECHANICAL UNCERTAINTY:
GPT-5 is able to create open-ended passages that can 
be understood multiple ways, depending on the reader.

INTERPRETATION 1. Hallucination with no literal meaning.

INTERPRETATION 2. Not a hallucination, no literal meaning.

INTERPRETATION 3. Calculated expression of wonder; literal meaning unnecessary.



ai can write.
can we read?
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